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Course Content

This course introduces students to techniques of data analysis and statistical inference commonly used in educational, sociological, economic, and psychological research.  Students will conduct analyses in SPSS using data sets such as the NELS88, the ECLS-K 1998-99, Tennessee Star, and Add Health. These data bases are among the largest and most important collected by the federal government, including extensive measurements of students’ beliefs, aspirations, attitudes, health behaviors, test scores, and background, as well as related information from teachers, parents, and schools. The major topics are univariate and multiple regression, one- and two-factor analysis of variance with multiple comparisons and interactions, and logistic regression.  We also give an introduction to a treatment of dependent observations.  Knowledge of basic algebra is required, as is an understanding of the fundamental principles of descriptive statistics and hypothesis testing (as taught, for example, in CEP 932 or equivalent). Knowledge of calculus is not required.

Course Objectives

By the end of the course the student should have demonstrated the ability to:

1.
recognize continuous and discrete (or categorical) variables and choose appropriate statistical procedures accordingly;

2.
describe the relationship between predictor variables and a continuous outcome variable;

3.
find point estimates and confidence intervals and do hypothesis tests for regression coefficients;

4.
formulate multiple regression models appropriate for various research problems and interpret computer output relevant to those models;

5.
delineate assumptions of linear statistical models and examine data to evaluate conformity to those assumptions;

6.
formulate analysis-of-variance models, estimate their parameters, and test hypotheses about those parameters;

7.
design tests of specific a priori and post hoc contrasts in the context of analysis of variance models;

8.
recognize similarities and differences between regression and analysis-of-variance models;


9.
identify and control sources of error through experimental design and statistical adjustment;

10.
identify observations which may be dependent, and explain the limitations of ordinary techniques for these data;

 
11.
write coherent summaries and interpretations of data analyzed by the above procedures.

Required Text:
Agresti & Finlay (2010).  Statistical Methods for the Social Sciences.

New Jersey: Prentice Hall.

Alternative texts and references:Ott and Longnecker.  2001.  Statistical Methods and Data Analysis. Pacific Grove, CA: Duxbury.

Shavelson, R.J. (1988).  Statistical Reasoning for the Behavioral Sciences, Boston: Allyn and Bacon.

Ott and Longnecker.  2001.  Statistical Methods and Data Analysis. Pacific Grove, CA: Duxbury.

Lewis-Beck, S. (1980).  Applied-regression:  An Introduction.  Beverly Hills:  Sage.

Hamilton, Laurence, C. (1992).  Regression with Graphics.  Belmont, CA: Wadsworth

Norusis, M.J. SPSS Guide to data analysis.  Englewood, NJ: Prentice Hall

Weisberg, S. Applied Linear Regression. New York: John Wiley. 

Rice, J. (1995) Mathematical Statistics and Data Analysis, Belmont, CA: Duxbury Press.

Wooldridge, J. (2009) 4th Edition, Introductory Econometrics:  A Modern Approach, Mason, OH: South-Western Cengage Learning

Articles (all are available via jstor)

Alexander, K. L. and A. M. Pallas. "School Sector and Cognitive Performance: When is a Little a Little?" Sociology of Education, (April 1985): 115-128.

Dreeben, R., and A. Gamoran. 1986. "Race, Instruction, and Learning." American Sociological Review 51, pp. 660-69. 

Finn, J.D., & Achilles, C.M. (1990). Answers and questions about class size: A statewide experiment. American Educational Research Journal, 27, 557-577.

Grossman, P. L., & Stodolsky, S. S. (1995). Content as Context: The Role of School Subjects in Secondary School Teaching. Educational Researcher, 24(8), 5-11, 23.

Rosenholtz, S., & Simpson, C. (1990). “Workplace conditions and the rise and fall of teachers commitment.” Sociology of Education, 63(4), 241-257.

Evaluation

Grades will be based on points accumulated on assignments and examinations.  There will be 100 total possible points, distributed as follows:

Final


(scheduled time only)
15% or 35%* 

Homework assignments*



85% or 65% 

*Students may turn in assignments as a group of no more than three people.  If you wish your final to count for only 15% then you must do each homework by yourself. You can consult with others about questions you may have, but when you write the homework  you write it by yourself, without consulting another’s homework. Otherwise the final counts 35%.

The grade ranges in terms of % correct will be:

67-74-->2.5; 75-84 --> 3.0; 85-93 --> 3.5; 94-100 --> 4.0

If you would like to appeal any grade on your homework you must make the appeal in writing and wait at least one day after the homework has been returned to you.


You will be allotted a total of 3 calendar "late days" for homework assignments throughout the semester.  The first late day begins immediately after we have asked for the assignments to be turned in in class.  That is, if you turn in assignment ½ hour late it is the same as if you turned it in 23 hours late.  You may use these late days in any way you wish across all of the assignments.  If the total number of late days you have accumulated exceeds 3 your grade will be affected in the following way:

4-6 total days -- > marginal grades will be graded down

7-11 total days --> grade reduced by .5


12-15 total days --> grade reduced by 1.00

16 or more days --> unusual circumstances, possible failure 

How to do well in this course:

A)Assignments

1)Allow at least 10 hours per assignment (more likely 20)

2)Organize before you compute

3)Follow examples in handouts

4)Come to class!

5)Be thorough -- respond to all parts of the questions
6)Be punctual -- this class can bury you if you get too far behind

7)Ask questions in class and come to office hours and review sessions

8)Read thoroughly, relevant to lectures

B)Exam

1)Review assignments

2)Review lectures

3)Get the big picture!


4)Synthesize

Other Issues:

Students with disabilities: Reasonable accommodations for persons with documented disabilities will be made available. Please feel free to speak with us if there are issues of which we should be aware. 

Academic Honesty and Integrity: Students are assumed to be honest, and course work is assumed to represent the student’s own work. Violations of the academic integrity policy such as cheating, plagiarism, selling course assignments or academic fraud are grounds for academic action and/or disciplinary sanction as described in the University’s student conduct code. 

Incidents of Plagiarism: They will be taken very seriously and will be pursued. Students are strongly cautioned not to copy any text verbatim without appropriate quotations and source citations.

For University regulations on academic dishonesty and plagiarism, please refer to:

http://www.msu.edu/unit/ombud/plagiarism.html
Schedule:

Date
Day
Topic covered
Assignment & readings

1-10 
1 
Introduction to t-test
 

1-12

(MLK on 1-17) 
2 
Introduction to Regression


1-19
3 
How to Obtain Regression Estimates


1-21  
4 
Inferences for a Regression Coefficient


1-26
5 
Assumptions of Statistical Inference for Regression


1-31
6 
Lab Chun-Lung 


2-2

Snow Day!


2-7  
7 
Making Causal Inferences in the Social Sciences: Motivation for Regression
Alexander and Pallas; Dreeben and Gamoran

2-9  
8 
Use of Multiple Regression to Address Independence Assumption


2-14  
9 
Statistical Control Example: Help provided by NBPTS teachers + Lab
HW1 Due: T-test & Regression [Emre +Xuechun]


2-16
10
Multicollinearity: extensive overlap among predictors 




2-21

Ken Gone
11
Lab [Emre]




2-23
12

Finn and Achilles, table 2

2-28
13
Introduction to Analysis of Variance (ANOVA)

Grossman & Stodolsky;

3-2
14
 Multiple Regression and ANOVA  



3-73-11
15
Spring Break
 

3-14

Ken Gone (Skype)

Lab Xuechun


3-16
16
Two Way Analysis of Variance


3-21
17
Conceptualization of Multiple Regression and Interactions 
HW2 Due: Multiple Regression and ANOVA in Action

Chun-Lung + Emre

3-23
18
Analyzing pre-post designs 

[Emre]


3-28
19
My Take on Causal Inference : quantifying the discourse about causal inferences


Frank et al., Quantifying Discourse About Causal Inference

3-30 
20
Introduction to Hierarchical Linear models


4-4
21
Logistic Regression I


4-6 
22
Logistic Regression II


4-11 (AERA)
23
Introduction to the tools of social network analysis


4-13 
24
Lab Chun-Lung (Diagnostics)


4-18
25

HW3 Due: Violations of Assumptions

Xuechun + Chunlung

4-20
26



4-25
28
Review of course


4-27
29
Review of course


4-29




5-4(Wed)

Final Exam: 10-12


